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Abstract

The dispersion of forest fire smoke was studied using direct-detection lidar measurements and a Reynolds-averaged Navier–Stokes fluid dy-
namics model. Comparison between experimental and theoretical results showed that the model adequately describes the influence of the main
factors affecting the dispersion of a hot smoke plume in the presence of wind, taking into consideration turbulent mixing, the influence of wind,
and the action of buoyancy, and proved that lidar measurements are an appropriate tool for the semiqualitative analysis of forest fire smoke plume
evolution and prediction of lidar sensitivity and range for reliable smoke detection. It was also demonstrated that analysis of lidar signals using
Klett’s inversion method allows the internal three-dimensional structure of the smoke plumes to be semiquantitatively determined and the absolute
value of smoke-particle concentration to be estimated.
© 2006 Elsevier SAS. All rights reserved.
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1. Introduction

Coherent laser radiation has been used effectively for many
decades to investigate momentum, heat, and mass transfer in
fluid dynamics [1]. In particular, lidar (laser radar, LIght Detec-
tion And Ranging) has been applied for analysing contrails (the
condensation trail of an aircraft engine) [2], for studying plume
rise and dispersion, and for estimating particle concentrations
in smoke plumes [3–8].

The principles of lidar operation are analogous to radar; it
uses measurements of backscattered radiation intensity for en-
vironmental remote sensing to detect and track objects in the
atmosphere [9]. The lidar emitter is a pulsed laser providing
short pulses of intense monochromatic radiation in the spec-
tral range between ∼200 and 11 000 nm. The receiver consists
of a light-gathering optical device (usually a telescope) that
directs radiation to a photodetector (photomultiplier or photo-
diode) connected to a computer-controlled data acquisition sys-
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tem. When the laser emits pulses of the radiation in the target’s
direction, part of this radiation is backscattered by the target
and collected by the receiver. In the simplest case of a single-
wavelength direct-detection lidar, the temporal dependence of
the backscattered radiation power (converted into an electrical
signal by the photodetector and then into a digital array by the
data acquisition system)—the raw lidar signal—is used to re-
trieve the target position and other parameters. As a rule, the
simplest lidar methods are not sufficiently sensitive to charac-
terise molecular interaction, and it is solid and/or particulate-
matter targets that can be successfully investigated using this
technique. Specifically, direct-detection lidar provides informa-
tion on particle distribution in aerosols and smoke plumes, and
early fire detection and automatic forest-fire surveillance are
among its prospective applications [6–10], competing with pas-
sive methods based on IR and video imaging [11].

Although other techniques such as laser-Doppler velocime-
try (LDV) and laser-induced fluorescence (LIF) can measure
flow fields [12,13] and restore particle concentration profiles
near phase boundaries [14], the direct-detection lidar method
was preferred because of its simplicity, low cost, equipment
mobility, robustness, and low energy consumption. Following
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Nomenclature

B effective photodetection bandwidth . . . . . . . . . . s−1

c velocity of light . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

D diameter of tower in the experiments of Bornoff
and Mokhtarzadeh–Dehghan . . . . . . . . . . . . . . . mm

Drec receiver optics diameter . . . . . . . . . . . . . . . . . . . . . . m
e electron charge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C
El laser pulse energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . J
F noise factor associated with photomultiplier gain
Fr Froude number
�g gravity acceleration vector . . . . . . . . . . . . . . . . m s−2

G photomultiplier gain
h enthalpy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

Idark photomultiplier dark current . . . . . . . . . . . . . . . . . . A
k turbulent kinetic energy . . . . . . . . . . . . . . . . . m2 s−2

Lper perimeter of rectangular burning area . . . . . . . . . m
n smoke particle concentration . . . . . . . . . . . . . . . m−3

n∗ complex refraction index of smoke particle
ns number of accumulated lidar signals
N smoke particle size distribution . . . . . . . . . . . . . m−4

p pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa
Prec power collected by lidar receiver . . . . . . . . . . . . . W
Pbgnd power of received background solar radiation . . W
Pr turbulent Prandtl number
r smoke particle radius . . . . . . . . . . . . . . . . . . . . . . . . m
R distance from radiation source to target . . . . . . . . m
Rph photomultiplier photocathode responsivity A W−1

S1, S2, S3 square of burning area . . . . . . . . . . . . . . . . . . . . m2

SNR lidar signal-to-noise ratio
tp laser pulse duration . . . . . . . . . . . . . . . . . . . . . . . . . . s
tmax total fire duration . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
T temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K

u1, u2, u3 velocity components . . . . . . . . . . . . . . . . . . . m s−1

uwind wind speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

x1, x2, x3 Cartesian coordinates . . . . . . . . . . . . . . . . . . . . . . m

Greek symbols

α air extinction coefficient . . . . . . . . . . . . . . . . . . . m−1

β backscattering coefficient of smoke . . . . m−1 sr−1

ε rate of dissipation of turbulent energy . . . . . m2 s−3

θB Mie backscattering efficiency . . . . . . . . . . . . . . sr−1

λ laser wavelength . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
μeff viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−1 s−1

μlam laminar viscosity . . . . . . . . . . . . . . . . . . . kg m−1 s−1

μt turbulent viscosity . . . . . . . . . . . . . . . . . . kg m−1 s−1

ρ density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−3

τrec receiver efficiency
τtr transmitter efficiency

Subscripts

bgnd background solar radiation
eff effective
fin final
l laser
lam laminar
p laser pulse
ph photomultiplier
per perimeter of burning area
rec receiver
s signal
t turbulent
tr transmitter
recent developments in manufacturing industrial and military
laser rangefinders (which in fact are direct-detection lidars cou-
pled with thresholding electronics), the instruments using laser
detection and ranging are now robust devices capable of long-
term standalone operation rather than special laboratory tools
that need frequent checking, adjustment, and retuning by high-
qualified personnel. For this reason the lidar technique is one
of the first candidates for use in future commercial automatic
fire-surveillance systems, and investigation of its accuracy and
limitations goes far beyond the scope of pure scientific interest.

The present paper is devoted to estimation of the 3D distri-
bution of particle concentrations in forest fire smoke plumes,
based on data derived from two sources: lidar measurements
of smoke plumes emanating from experimental forest fires and
results of numerical calculations based on the 3D Reynolds-
averaged Navier–Stokes equations (hereafter referred to as the
Navier–Stokes equations). Here the lidar measurements pro-
vide information on the particulate-matter distribution while the
numerical model deals with all the combustion products: par-
ticulate matter (soot), CO2, H2O, nitric oxides, hydrocarbons,
and other gases. The linkage between these two data sources
is made by the assumption that the structure of the particle-
concentration field, n(x1, x2, x3), is similar to the temperature
field, T (x1, x2, x3).

An example of such an investigation, in which the parti-
cle concentration in smoke plumes was evaluated using lidar
experimental results and numerical calculations based on a one-
dimensional hydrodynamics “top hat” model, was recently pre-
sented by Lavrov et al. [6]. However the “top hat” approxima-
tion does not allow the variation of plume parameters in the
radial direction to be taken into account, hence the influence of
wind cannot be taken into consideration. In the present paper,
lidar experimental results are compared with the predictions of
a three-dimensional numerical hydrodynamics model based on
the Navier–Stokes equations. This comparison allows peculiar-
ities of the smoke plume behaviour to be revealed and plume
drift and smoke diffusion in the atmosphere to be studied.

Experimental data of Stith et al. [15] show that the per-
centage of wood transformed into particulate matter at burning
(PWT) varies in the range of 0.2 to 2%. In a previous paper [6]
we compared experimental signal-to-noise ratio data for the de-
tection of a small campfire with a burning rate of ≈0.025 kg s−1

with calculated results and used PWT as a fitting parameter to
achieve the best agreement between experiment and theory. The
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value of PWT which leads to the best agreement, was 0.3%, and
this value has been used in the present paper.

2. Formulation of the smoke-plume model

The geometry of the hydrodynamics model is presented in
Fig. 1. The hot smoke plume is assumed to result from a rectan-
gular burning area of steady state combustion. The plume rises
in the atmosphere due to buoyancy forces, being deflected by
the wind and mixed with ambient air.

Usually, models of smoke plumes and jets are based on
Reynolds-averaged Navier–Stokes equations (RANS) [16–24],
large eddy simulation (LES) [18,24–28], and direct numerical
simulations [29]. Frequently the LES technique provides a bet-
ter description of turbulence-related effects, but requires finer
grids and longer computation time than RANS-based mod-
els. Moreover, the traditional LES approach based on eddy-
viscosity subfilter models has fundamental limitations [18,30].
On the other hand RANS-based schemes are readily available
in the PHOENICS software and constantly demonstrate good
agreement with experiments [31]. For this reason, the RANS
method was chosen for the modelling.

The smoke-plume dynamics is described by a three-dimen-
sional system of Navier–Stokes equations [16–24]:
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where x1, x2, x3 are the Cartesian coordinates, u1, u2, u3 the
velocity components in the corresponding directions, �g =
(0,0,−9.81) the gravity acceleration vector, ρ density, μeff vis-
cosity, μeff = μlam + μt , μlam laminar viscosity, μt turbulent
viscosity, p pressure, h enthalpy, Pr the turbulent Prandtl num-
ber, k turbulent kinetic energy, and ε the rate of dissipation of
the turbulent energy. The term

Pt = μt
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+ ∂uj

∂xi

)
(7)

describes the turbulence kinetic energy generation, while the
term
Fig. 1. Computational scheme.

G = g3
μeff

Pr

1

ρ

∂ρ

∂x3
(8)

takes into account the action of buoyancy forces. The relation
between turbulent viscosity and other flow parameters is given
by:

μt = cμρ
k2

ε
(9)

For the constants appearing in Eqs. (1)–(9) the “classical set”
suggested by Launder and Spalding [32] was used: Pr = 0.7,
c1 = 1.44, c2 = 1.92, c3 = 1.00, cμ = 0.009, σk = 1.0, and
σε = 1.3.

The calculation domain is the parallelepiped PHAx1EDBC
(Fig. 1). The centre of the fire plot is F , and the central line
of the plume is FG. The flow is symmetrical about the plane
PHAx1. The following boundary conditions are imposed:

1. At the left boundary PEDH
Dirichlet conditions:

The horizontal velocity (wind profile) is defined by the equa-
tion (see Schlichting [33])

u1(x3) = uwind

(
x3

H

)1/7

where uwind is the wind speed at height H . Following the rec-
ommendation of Porterie et al. [34], a height H of 10 m was
chosen.

The vertical and transverse velocities are

u2 = u3 = 0

The temperature profile is

Tleft = Tair

Previous calculations by Patankar et al. [19] showed that the
final results are insensitive to the value of kair if this value is
less than 5% of the kinetic energy of the wind flow and that
there is considerable energy associated with the turbulent gas
motion near the plume–air boundary. So, it was assumed that

kleft ≡ kair = 0.04
u2

1

2
According to Patankar et al. [19] the rate of dissipation of the
turbulent energy is

εleft ≡ εair = 0.001 m2 s−3
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2. At the lower boundary Px1CE
Outside the plume: adiabatic conditions for T , ∂T

∂x3
= 0, and

no-slip conditions for the velocity are specified.
To estimate the turbulent kinetic energy and its rate of dis-

sipation, the wall-function method suggested by Launder and
Spalding [32] was used.

Inside the plume:

u3 = ujet, u1 = u2 = 0, T = Tjet

The turbulent kinetic energy inside the plume is given by:

kjet = 0.01
u2

jet

2
and ε is calculated using the equation:

εjet = k
3/2
jet

(Lper/4)

where Lper is the perimeter of the rectangular burning area.

3. The back boundary PHAx1 is the symmetry plane of the
flow. Consequently, the boundary conditions are:

u2 = 0
∂u1

∂x2
= ∂u3

∂x2
= ∂T

∂x2
= ∂k

∂x2
= ∂ε

∂x2
= 0

4. The front and top boundaries, EDBC and HABD respec-
tively, are assumed to be sufficiently far from the plume for the
boundary conditions to correspond to the symmetry conditions:
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∂u1
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5. For the right boundary x1ABC the external pressure is
given; in this case, in accordance with the SIMPLE algorithm
[16,35], it is not necessary to know the boundary conditions for
velocity components, and for h, k and ε the “weak” boundary
conditions were specified:
∂h

∂x1
= ∂k

∂x1
= ∂ε

∂x1
= 0

Since chemical reactions are not taken into account and accel-
eration in the plume is relatively low, the traditional approach
to smoke modelling can be followed (see, for example, [24]),
assuming that the solid phase (ash particles) is generated and
transported in such a manner that its temperature and velocity
coincide with those of the gas phase. As a result, the particle
concentration field n(x1, x2, x3) is similar to the temperature
field:
n − nair

njet − nair
= T − Tair

Tjet − Tair

To solve Eqs. (1)–(9) the SIMPLE (Semi-Implicit Method
for Pressure-Linked Equations) computational method (see
[16,35]) and PHOENICS 3.6 computational fluid dynamics
code [36] were used.
3. PHOENICS code: modelling of a buoyant plume in
a wind-induced crossflow

To the best of our knowledge, previously reported compu-
tations carried out using the PHOENICS 3.6 code have never
been compared with experimental data for the case of mixing
of a buoyant plume with a crossflow. In order to validate the
model and to demonstrate the applicability of PHOENICS 3.6
code to the modelling of hot-plume behaviour in the presence
of a wind-induced crossflow, the computational results were
compared with temperature-distribution measurements made
by Bornoff and Mokhtarzadeh-Dehghan [24]. Bornoff’s ex-
periments were carried out in a wind tunnel. The main air
stream with temperature Tair = 288 ◦C had a logarithmic veloc-
ity profile. Two towers with diameter D = 33 mm and height
H = 66 mm above the wind tunnel floor delivered hot air (tem-
perature Tjet = 388 ◦C) in the wind stream. The wind velocity at
the tower top was 0.39 m s−1. The towers were situated perpen-
dicularly to the wind direction, the distance between the tower
centres being 66 mm. The vertical velocity of hot air at the
tower exit was 0.91 m s−1. The value of the Froude number

for these parameters is Fr ≡ u2
jet

gD
= 2.6.

The computations using PHOENICS 3.6 code were per-
formed in the domain x1 = 82D, x2 = 24D, and x3 = 28D

using four different non-uniform grids—47 × 37 × 40, 59 ×
47 × 50, 74 × 59 × 63 and 93 × 74 × 79. The grid is finer
near the source and becomes increasingly coarse as the distance
to the source increases. A comparison between experimental
measurements and calculated results, made on the basis of the
dimensionless temperature T ∗ = T −Tair

Tjet−Tair
, is presented in Fig. 2.

Good qualitative agreement between experimental and cal-
culated results was observed. Taking into consideration the
complexity of this flow/crossflow case study, we can conclude
that the PHOENICS 3.6 code is suitable to describe the simi-
lar case of a steady-state buoyant smoke flow developed in the
presence of a wind-induced crossflow.

4. Experimental technique and lidar data processing

The experimental data used in the present work were ob-
tained indirectly by estimating the smoke density distribution
from lidar curve sets, obtained by scanning the laser beam
through real-fire smoke plumes. As stated in the Introduction,
the lidar signal contains information about the particle concen-
tration in the smoke plume, which is proportional to the local
backscattered radiation power collected by the lidar receiver
optics plotted as a function of time. Therefore, a lidar curve
represents the temporal dependence of the backscattered radi-
ation power. As in the case of radar, the time t elapsed from
the moment of the laser-pulse emission until the detection mo-
ment is related to the distance R from the radiation source to
the target by the equation t = 2R/c (where c is the velocity of
light and the distance is doubled as light traverses the distance
twice). Therefore, the temporal dependence of the lidar signal
can easily be related to a distance dependence. The distance de-
pendence of the power collected by the lidar receiver, Prec(R),
is given by the lidar equation [9]:



852 A. Lavrov et al. / International Journal of Thermal Sciences 45 (2006) 848–859
Fig. 2. Experimental [24] and calculated profiles of dimensionless temperature T ∗ for a hot plume in cross-flow wind: x1 = 10D, x2 = 0.05D (a), x1 = 40D,
x2 = 1.69D (b), x1 = 10D, x3 = 6D (c) and x1 = 40D, x3 = 9.09D (d). Calculations are made for four different non-uniform grids: 47 × 37 × 40, 59 × 47 × 50,
74 × 59 × 63 and 93 × 74 × 79.
Prec(R) = El

cπD2
rec

8R2
τrecτtr exp

(
−2

R∫
0

α(R′)dR′
)

β(R) (10)

In this equation El is the laser pulse energy, Drec the receiver
optics diameter, τrec the receiver efficiency, τtr the transmitter
efficiency, α the extinction coefficient, and β the backscattering
coefficient of the medium.

The boundaries of the smoke plume were defined as the loci
of points corresponding to 10% of the maximum lidar signal
due to backscattering from smoke particles. The backscattering
coefficient distribution, extinction coefficient, and smoke par-
ticle concentration distributions were calculated from the lidar
curves using Klett’s [37,38] lidar signal inversion method.

The variant of Klett’s method used includes the following
assumptions:

The backscattering coefficient is proportional to ακ , where
the value of constant κ depends on the dominant extinction
mechanism:

β = cβαακ, cβα = const, κ = const (11)

The extinction profile is restored within a segment of the
laser beam trajectory containing the intersection of the laser
beam with the smoke plume and limited by the reference dis-
tance Rfin, so that 0 � R � Rfin. This reference distance corre-
sponds to the point of the beam situated at the furthest boundary
of the smoke plume, where the laser beam exits the plume. For
the reference distance the value of the extinction coefficient,
αfin = α(Rfin), must be estimated from independent considera-
tions.

Substitution of the backscattered power P by the logarith-

mic range-adjusted power, defined as S(R) = ln( R2

R2
fin

Prec(R)
P (Rfin)

),

enables the lidar equation to be transformed into the ordinary
differential equation dS = 1 dβ − 2α, which for β ∼ ακ re-
dR β dR
duces to the Bernoulli (homogeneous Riccati) differential equa-
tion, yielding an analytical solution in the form

α(R) = exp(κ−1S(R))

α−1
fin + 2κ−1

∫ Rfin
R

exp(κ−1S(R′))dR′ (12)

The constant κ depends on the dominant extinction mecha-
nism. In the case of smoke, the main contribution to extinction
and backscattering comes from smoke particles, so hereafter
both α and β are assumed to be proportional to the smoke par-
ticle concentration n

α = cαnn, β = cβnn, cαn = const, cβn = const (13)

and κ = 1. The extinction coefficient αfin in Klett’s equa-
tion (13) was estimated using Nilsson’s [39] computation re-
sults for a visibility of 15 km.

Within the above assumptions, the smoke particle concen-
tration profile n(R) can be estimated from the extinction coef-
ficient profile α(R), restored from the lidar curve with the help
of Klett’s equation (12):

n = β

cβn

= cβαακ

cβn

= cβα

cβn

α (κ = 1) (14)

The value of the backscattering-to-extinction ratio, cβα =
0.033 sr−1, was estimated on the basis of experimental [40]
and computational [41] data. To estimate the backscattering-to-
concentration ratio, which, in the Mie scattering approximation,
takes the form [42]

cβn = β

n
= π

∫ ∞
0 r2θB(r, λ,n∗)N(r)dr∫ ∞

0 N(r)dr
(15)

the experimental particle size distribution N(r) measured by
Stith et al. [15] was used. In Eq. (15), θB is the Mie backscat-
tering efficiency, r the particle radius, λ the wavelength, and n∗
the complex refraction index. The main parameters of the lidar
equipment used in the experiments are presented in Table 1.
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Table 1
Characteristics of the lidar set-up

Parameter Units Value

Laser
Flashlamp-pumped, water-cooled,
Q-switched Nd:YAG
Repetition rate Hz 12
Pulse duration ns 10
Beam divergence mr < 0.5
Operating wavelengths nm 532
Maximum pulse energy mJ 20

Total transmitter efficiency 0.9

Receiver
Cassegrainian telescope, lens diameter
30 cm, focal length 156.2 cm
Effective area m2 0.0678
Full angle of field of view mr 0.9
Efficiency 0.64
Bandwidth nm 4.8

FEU-83 photomultiplier
with Peltier cooling
Dark current A 4 · 10−7

Gain ∼ 105

Photocathode responsivity mA W−1 0.7

Data acquisition system
IBM-compatible PC with ISA ADC board
Distance km 1–30
Detection length m 6
On-board data buffer Kbyte 64

5. Experimental and computational results and
comparison

The field experiments were carried out within the framework
of the GESTOSA campaign [43]. Experimental data from Vie-
gas et al. [44], Fernandes [45], and Cruz and Viegas [46] were
used to calculate the shrub fuel load. Other fire parameters were
estimated assuming that the fire area has a rectangular shape,
the fire front is a straight line moving with a constant velocity,
and the fire was ignited in the upwind corner of the rectangle.

In accordance with the above assumptions, the rectangular
fire area may be subdivided into three regions (I, II, and III
as shown in Fig. 3), each having a different area burned per
unit time. The temporal dependence of the each burning area,
S1, S2, and S3, was calculated on the basis of a simple geomet-
rical treatment, using the equations:

S1(t) = c1t
2, 0 � t � t1 max (16)

S2(t − t1 max) = b2(t − t1 max)

t1 max � t � t1 max + t2 max = t12 max (17)

S3(t − t12 max) = b3(t − t12 max) − c1(t − t12 max)
2

t12 max � t � t12 max + t3 max = tmax (18)

Here t1 max, t2 max, and t3 max are the total times of burning of
the first, second, and third plots, respectively, and c1, b2, and b3
are constants. All these parameters were estimated using the ex-
perimental values of the rectangle dimensions, wind direction,
and total fire duration tmax. Analysis of Eqs. (16)–(18) shows
Fig. 3. Scheme of the fire area illustrating wind direction, current position, po-
sition of fire front, direction of fire front, and I, II, and III plots of fire area.

Table 2
Parameters of the experimental fire

General parameters Parameters calculated
for plot II (Fig. 2)

Fire
duration,
s

Fire
area,
m2

Fuel
load,
kg m−2

Area burned
per unit time,
mm2 s−1

Fuel burnt
per unit time,
kg s−1

900 6970 1.5 14.2 21.3

that MAX( dS1
dt

, dS2
dt

, dS3
dt

) = dS2
dt

, dS1
dt

> 0, and dS3
dt

< 0. Con-
sequently the smoke yield is maximum during the burning of
plot II. So, the fire propagation model suggested reflects the ex-
perimental fact that the burning rate was not uniform, passing
through a maximum between fire ignition and extinction. Since
the lidar measurements were performed during the phase of ex-
tensive burning (region II), the computations were carried out
for the time interval corresponding to plot II combustion. The
relevant fire parameters are presented in Table 2.

The initial heat release, velocity and temperature were calcu-
lated on the basis of thermodynamic considerations discussed
by Andreucci and Arbolino [42] and the approximate rela-
tionships suggested by Heskestad [47] for large density defi-
ciency. The estimated heat release is 2.7 × 108 J s−1. Using
this value the following boundary conditions were calculated:
ujet = 17 m s−1 and Tjet = 1170 K. The value of the Froude
number is Fr = 3.5. From meteorological data uwind = 4 m s−1.

A map of the experimental site is shown in Fig. 4. During
the experiments the smoke plume was progressively shifted to
the southeast by moderate wind. The lidar was located at an
elevated position, approximately 2.4 km southwest to the fire
plot. The plume was scanned with zero laser beam elevation,
rasterizing the azimuth angle, represented first clockwise, then
counter-clockwise. For each beam position, ns = 128 lidar re-
turns were accumulated with a repetition rate of 12 Hz, thus
yielding about 10.7 s for the signal accumulation. The laser
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Fig. 4. Map of the experimental site. The solid lines (1)–(9) represent the lidar
scanning directions.

Fig. 5. Raw lidar signals obtained by rasterizing the azimuth angle ϕ at zero
beam elevation (horizontal scanning).

beam directions are shown on the map by a series of straight
lines. The corresponding lidar signals are plotted in Fig. 5.
The large amplitude peaks visible in some curves correspond
to backscattering by the hillside, while the moderate amplitude
peaks correspond to the smoke plume. Directions 1, 5, and 9 lie
outside the plume boundaries, so the corresponding lidar curves
do not exhibit peaks corresponding to backscattering by smoke.

The dimensions of the computational space for the fluid dy-
namics smoke plume model were 800 × 275 × 475 m3. Four
grids were used in the computations: 45×41×36, 56×50×45,
71 × 63 × 57, and 90 × 82 × 72 nodes in the x1, x2, and x3 di-
rections, respectively. Comparison of computations using these
grids shows that grid 56 × 50 × 45 secures sufficient accuracy,
and the figures hereafter are drawn using this grid.

The inaccuracy of smoke-concentration values calculated
from lidar measurement is due to measurement errors and in-
accuracies in the parameters used in the calculations (αfin, κ,

N(r), n∗). In the present work, these inaccuracies were esti-
mated using the approach proposed by Laursen et al. [48] and
Kovalev and Eichinger [49]. Two important sources of error are
inaccuracies in the estimation of αfin and in the choice of the
refractive index value [50–52]. Taking into consideration these
sources of inaccuracy, an uncertainty of ±70% in the smoke
concentrations calculated from the lidar signals can be esti-
mated.

Distributions of smoke particle concentrations n along scan-
ning directions 3, 4, and 6 (see Figs. 4 and 5), calculated from
the lidar signals via Klett’s method, are shown in Fig. 6. The
corresponding calculated distributions are shown in the same
plot as dashed, dotted, and dash-dotted curves (for x3 = 72, 78,
and 84 m, respectively). The calculations for these three rela-
tively close values of x3 aim to demonstrate the influence of
inaccuracy in the observation point height (which in the lidar
experiment is associated with an error in the definition of the
laser beam elevation) on the concentration profile.

The distance to the target predicted on the basis of the hy-
drodynamics model is similar to the experimental value. The
maximum values of particle concentration in the calculated
profile vary between 80 and 300% of the corresponding ex-
perimental values, while calculated plume widths are approxi-
mately two times larger than the experimental values. While the
smoke particle concentration distribution in Fig. 6(a) presents a
double-peak structure, those in Fig. 6(b) and (c) show a sin-
gle peak. This can be explained by the significant fluctuations
in wind velocity and direction occurring during the experiment,
which resulted in plume rotation and more pronounced mix-
ing than predicted by the model. In this situation the ten-second
averaged lidar returns do not reflect the instantaneous plume
structure.

It should be noted that lidar measurements present a rel-
atively simple, but essentially indirect method of assessing
smoke particle distribution. Accordingly, the discrepancy be-
tween theory and experiment resulting from the theoretical
part—inaccuracy of the numeric model (mostly, inherent lim-
itations in description of turbulence and approximation of tem-
perature/velocity equilibrium between the particulate and gas
phases), errors in the experimental values of wind direction
and velocity used in the calculations, and failure to take into
account their fluctuations during the lidar measurements—is
aggravated by significant uncertainties of the lidar signal inver-
sion discussed earlier. Even expensive large-scale experiments
involving lidar calibration with the help of direct airborne par-
ticle measurements yield relative errors of about 50% or worse
(see, for example, [53]). Thus the fact that the predicted particle
concentration distributions are of the same order as the exper-
imental ones, testifies that the numerical model may be used
for the semiqualitative assessment of forest-fire smoke disper-
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Fig. 6. Distributions of smoke particle concentrations along the lidar scanning
direction calculated using lidar measurements (x3 = 80 m) and the gasdynamic
model (x3 = 72, 78, and 84 m). Variants (a), (b), and (c) correspond to lidar
scanning in directions 3, 6, and 4 shown in Fig. 4.

sion and, in particular, for simulation of training patterns for
artificial-intelligence systems of smoke signatures in lidar data
sets. On the other hand, it provides evidence that the rapid and
easy-to-implement Klett’s inversion procedure yields, by means
of layer-by-layer lidar scans yields, feasible characteristics of
the internal smoke structure, such as the position and shape of
the areas of significant smoke-particle concentration, and even
gives an estimate of the absolute value of this concentration.

The latter information cannot be obtained using cameras;
however it is extremely important for the experimental verifica-
tion of gasdynamic models of fire propagation and smoke dis-
persion (the same approach may be used for investigating dis-
persion of pollutants) as well as for chiefs of fire brigades and
supporting air forces: in the case of sufficiently dense smoke
covering the fire area and the surroundings, rapid evaluation of
lidar scans allows them to “see” the core of the smoke masked
by its outer layers.

The dynamics of plume dispersion by wind, as described us-
ing the numerical modelling results, is illustrated in Figs. 7–9.
For heights above ground between 0 and 50 m, the plume rises
practically vertically. The influence of wind cross-flow in this
part of the trajectory is small (Fig. 7), because the plume mo-
mentum flux prevails over wind forces. In the downwind direc-
tion the influence of wind forces becomes dominant: the plume
bends and for x1 � 50 m the rising speed is lower.

Calculated smoke particle isoconcentration lines in horizon-
tal planes at 72, 78, and 84 m above the fire level are shown in
Fig. 8. The downwind shift of the plume core is approximately
25 m. The plume is also strongly asymmetric in the wind direc-
tion. As a result, the concentration gradient is much higher on
the windward side of the plume than on the leeward side.

Smoke particle isoconcentration contours for x1 = 104, 302,
and 400 m are shown in Fig. 9. Widening and rising of the
plume downstream is clearly observable, as well as its typical
kidney-shaped cross-section.

Several additional calculations were made in order to clarify
how the wind velocity, buoyancy, and the kinetic energy of wind
turbulence influence the plume dynamics. Contours of smoke
particles concentration in the vertical symmetry cross-section
for various values of uwind, Tjet, and kair are presented in Fig. 7.
Numerical results of Figs. 7(a), 7(b), and 7(c) are obtained for
the wind velocities of 4, 3, and 6 m s−1 respectively. It is seen
that for uwind = 3 and 4 m s−1 the plume rises, accordingly,
up to the heights of about 180 and 130 m, while for stronger
wind of 6 m s−1 the plume is stretched significantly in the wind
direction. The influence of buoyancy can be clarified from com-
parison of results presented in Figs. 7(a) (Tjet = 1170 K) and
7(d) (Tjet = 319 K), which relate to the density ratios

ρjet
ρair

= 0.25
and 0.9. It is seen that for the case of the density ratio closer
to unity

ρjet
ρair

= 0.9, i.e., small buoyancy, the plume is stretched
significantly in the wind direction and is more dispersed. The
plume structures shown in Figs. 7(b) and 7(e) are calculated
using, respectively, different turbulent kinetic energy of the am-

bient air kair = 0.04
u2

1
2 and 0.02

u2
1

2 . It is seen that the two-fold
decrease of kair causes only a small displacement of plume. The
above comparative calculations demonstrate that, despite the
strong influence of the main wind parameters (and hence the
error of their definition and their instability) on the plume be-
haviour, the whole plume structure holds the same qualitative
characteristics and is not subjected to abrupt changes for rela-
tively small wind variations.

6. Detection range for smoke plumes

Apart from being a tool for smoke behaviour research, lidar
is an efficient instrument for early forest fire detection. In this
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Fig. 7. Contours of smoke particle concentration in the vertical symmetry cross-section calculated with the help of the fluid dynamics model. Minimum and maximum
concentrations are 5 × 1010 m−3 and 5 × 1012 m−3. The model parameters are: (a) uwind = 4 m s−1, Tjet = 1170 K, kair = 0.04u2

1/2; (b) uwind = 3 m s−1,

Tjet = 1170 K, kair = 0.04u2
1/2; (c) uwind = 6 m s−1, Tjet = 1170 K, kair = 0.04u2

1/2; (d) uwind = 3 m s−1, Tjet = 319 K, kair = 0.04u2
1/2; (e) uwind = 3 m s−1,

Tjet = 1170 K, kair = 0.02u2
1/2.
section, the range for reliable forest fire detection will be esti-
mated. For forest fire detection, lidar sensors will be installed on
the top of hills. As a consequence, the intersection of the laser
beam with the smoke plume will be well above ground. The
detection range was estimated for the following three points of
intersection of the laser beam with the plume:

x1 ≈ 0, x3 ≈ 50 m (as can be seen from Fig. 7, the plume
starts bending at approximately this point),

x1 = 104 m, x3 ≈ 100 m

x1 = 302 m, x3 ≈ 125 m

Isoconcentration contours for x1 = 104 and 302 m are pre-
sented in Fig. 9. As can be seen from Figs. 7–9, the order of
magnitude of the plume diameter at these heights is tens of me-
tres. As a result, a method analogous to that developed by Pal et
al. [54] will be used to estimate the detection range. The main
difficulty in analysing lidar return signals lies in the fact that
due to noise (see for example Fig. 5) it is difficult to distinguish
a weak smoke signature from noise fluctuations. This problem
is particularly significant for distant targets.

According to Measures [9], the equation for the lidar signal-
to-noise ratio is:

SNR = PrecRphG
√

ns√
2eG2FB(PrecRph + PbgndRph + Idark/G)

(19)

where Rph and G are the photocathode responsivity and the
photomultiplier gain, respectively, ns is the number of accu-
mulated signals, e is the electron charge, F the noise factor
associated with the gain, B = 1/(2tp) the effective bandwidth,
Pbgnd the power of received background solar radiation, and
Idark the dark current. The equation for Pbgnd is presented in
[10]. Following Pal et al. [54], the algorithm for calculating the
smoke plume detection range is based on the comparison of
three values:

• Lidar return from the plume area with maximum particle
concentration Prec(peak).
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• Lidar return from the boundary between clear air and the
region containing smoke particles Prec(bound).

• Noise level calculated for the plume area with maximum
particle concentration.

Using these signals, the value of

SNR′ = (Prec(peak) − Prec(bound))RphG
√

ns

Noisepeak

is calculated for every distance between the lidar and the smoke
plume. Here Noisepeak is the denominator of Eq. (19). Further-
more, following the recommendations of Pal et al. [54], it is as-
sumed that reliable detection is possible if SNR′ � 2. The vari-
ation of SNR′ with distance for three values of the height of the
intersection points between the laser beam and the smoke plume
is presented in Fig. 10. Analysis of this figure and Figs. 7 and 9

Fig. 8. Contours of smoke particle concentration for the horizontal
cross-sections (height x3 = 72, 78, and 84 m for plots (a), (b), and (c), re-
spectively) calculated with the help of the fluid dynamics model. Minimum and
maximum concentrations are 2 × 1011 m−3 and 5 × 1012 m−3.
Fig. 9. Contours of smoke particle concentration for three cross-stream sections:
x1 = 104, 302, and 400 m for plots (a), (b), and (c) respectively. Minimum and
maximum concentrations are 5 × 1010 m−3 and 5 × 1012 m−3.
Fig. 10. Dependence of SNR′ on distance. The number of accumulated signals n is 4 (1), and 256 (2). The co-ordinates of the laser beam crossing the smoke
plume are: x1 ≈ 0, x3 ≈ 50 m; x1 = 104 m, x3 ≈ 100 m; and x1 = 302 m, x3 ≈ 125 m ((a), (b), and (c) respectively). Characteristics of the lidar set-up and the
experimental fire are presented in Tables 1 and 2, respectively.
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shows that a decrease in smoke particle concentration at the
intersection point causes a decrease in detection range, which
varies between 3 and 8 km depending on the particle concentra-
tion and the number of accumulated pulses. A comparison be-
tween the present results, based on a three-dimensional model
of the plume with cross-wind, with previously published re-
sults [6], based on a one-dimensional “top hat” approximation,
shows that the one-dimensional model underestimates plume
diffusion and consequently overestimates the detection range.

7. Conclusion

Bearing in mind the specificity of the simple indirect lidar-
assisted assessment of smoke-plume structure discussed in Sec-
tion 5, the observed degree of agreement between calculated
and reconstructed smoke concentration profiles may be take as
satisfactory. It demonstrates that the numerical model based
on the three-dimensional system of Navier–Stokes equations
developed in the present work adequately describes all essen-
tial factors affecting the dispersion of a hot smoke plume in
the presence of wind—turbulent mixing, the influence of wind,
and the action of buoyancy—and may be used for the semi-
qualitative assessment of the evolution of smoke plumes, sim-
ulation of training patterns for artificial intelligence systems
of smoke recognition on the basis of lidar data sets, and pre-
diction of lidar sensitivity and range with respect to smoke.
The comparison of theoretical and experimental data provides
additional support for applicability of the rapid lidar-assisted
smoke-evaluation method based on Klett’s inversion procedure
[37,55,56] to analysis of the internal three-dimensional struc-
ture of smoke plumes and estimation, at least within an order
of magnitude, of the absolute value of smoke-particle concen-
trations. Much better agreement between computational fluid
dynamics and lidar data is anticipated with increased lidar sen-
sitivity due to recent advances in photodetection technology,
as it would reduce the data-accumulation time to the charac-
teristic temporal scale of plume perturbations, enabling lidar
instruments to make instantaneous snapshots of smoke plumes.
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